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Singular Value Decomposition

TVUA 

mm mn V is nn

For an m n matrix A of rank r there exists a factorization
(Singular Value Decomposition = SVD) as follows:

The columns of U are orthogonal eigenvectors of AAT.

The columns of V are orthogonal eigenvectors of ATA.

ii  

 rdiag  ...1 Singular values.

Eigenvalues 1 … r of AAT are the eigenvalues of ATA.



Singular Value Decomposition

 Illustration of SVD dimensions and 
sparseness



Steps t o Compute SVD

1) Compute U matrix
1) Compute AAT 

2) Compute Eigen Values for AAT and arrange in 
decreasing order.

3) For each Eigen value compute Eigen vector and 
normalize it.

4) Place each Eigen vector in U in order of 
decreasing Eigen values.    

2) Compute V matrix  



SVD example
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Thus m=3, n=2. Its SVD is
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Typically, the singular values arranged in decreasing order.



 SVD can be used to compute optimal low-rank 
approximations.

 Approximation problem: Find Ak of rank k such that

Ak and X are both mn matrices.

Typically, want k << r.

Low-rank Approximation

Frobenius normF
kXrankX

k XAA 


min
)(:



LSI using SVD

 Consider 3 documents and Query: 
 d1: Shipment of gold damaged in a fire.
 d2: Delivery of silver arrived in a silver truck.
 d3: Shipment of gold arrived in a truck.
 q:   gold silver truck









Compute Vector for Document and 
Query in new Vector Space

 As  we know 
 Similarly we can compute vector for document 

and query as

 Compute similarity as  







Code LSI
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